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Modern Deep Learning Tasks
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Classification Detection Semantic Segmentation

PRESENTATION TITLE PAGE  5

COMPLEX SCENE: HOW SHOULD WE UNDERSTAND IT?



Classification: This is… a road?
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Detection
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Semantic Segmentation
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However… Manual Annotation
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Deep learning methods
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Semi-supervised learning

Weakly-supervised learning

Transfer learning

Unsupervised domain adaptation

Learning from Synthetic Data

Zero-shot learning and few-shot learning

Active learning



Deep learning methods

PRESENTATION TITLE PAGE  11

Semi-supervised learning

Weakly-supervised learning

Transfer learning

Unsupervised domain adaptation

Learning from Synthetic Data

Zero-shot learning and few-shot learning

Active learning



Transfer and Adaptation 

▪ Learn on one task, transfer to another

▪ Learn on one labelled distribution, test on another distribution
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Unsupervised Domain Adaptation



Domain Gap

▪ Different weather, lighting, locations
▪ Synthetic vs. real
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Different, but related data distributions
Source domain -> Target domain
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Unsupervised Domain Adaptation (UDA)

Labeled Source Domain
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Unlabeled Target Domain



Traditional UDA Method
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Traditional UDA Method has plateau-ed in the last 2 yrs
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Give the model more information?
This image depicts a snowy urban street 
scene. Key details include:

1. Buildings: On the left, a mix of modern 
apartment complexes and a bright 
yellow building with the text "Restaurant 
Piaton" is visible. On the right, there is a 
church building with "Katholische 
Kirche St. Katharina" written on its wall.

2. Street: The road appears wet with 
patches of snow and slush. Sidewalks are 
snow-covered, with footprints visible.

3. Traffic: Traffic lights show green, and 
overhead power lines suggest tram or 
trolleybus infrastructure.

4. Weather: Overcast sky, snow on trees 
and rooftops, indicating recent or 
ongoing cold weather.
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Vision Language Models understands the road scene (world priors)
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Bringing in Language Information – LangDA (Ours)
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Caption Generation with VLM
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Caption Refinement with LLM
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Align Image Text Features - Consistency Objective
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Qualitative Results: Synthetic-to-Real Adaptation
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Qualitative Results: Normal-to-Adverse-weather Adaptation

PRESENTATION TITLE PAGE  36



Qualitative Results: Day-to-night Adaptation
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t-SNE
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Quantitative Result
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Ablations
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Ablations
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